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Opportunity: 
Inbox Management is a Constant Chore  
with an Impact on Visitor Relations.

• A good email response can happen if it is written by the right person  
(language, specialization, expertise, availability.) 

• Manually sorting incoming email and getting messages to the right people is a burden. 

• What if we could automate that?



Solution:  
Classify Emails Automatically,  
Route to the Best Person to Respond

Classification Criteria for Emails:  

• Segments of Senders 

• Categories & Subcategories of Topics 

• Urgency Levels 

(or: something else) 

Based on the results, route emails to the right people to respond.



Impact:  
Better Visitor Relations

Simplified inbox management becomes an opportunity for the best people to create the 
best responses, building di!erentiated customer relationships. 

Better response times, consistent high quality responses: happy visitors!



What This Is Not

• A chatbot creating agentic slop responses (those hurt relationships) 

• Replacing people in customer relationships (people are valued) 

• Selling out emails to someone’s big tech cloud (ick factor) 

• Another CRM (solved problem, integration opportunity) 

• Another email system (solved problem, integration opportunity)



Under the Hood



Under The Hood

• Definitions: which segments, categories, subcategories? 

• A model: DistilBERT 

• Training (with training data) 

• Monitoring (to make sure it’s working well) 

• Corrections (easy, low friction) 

• Administration (setting up routing etc) 

• Integration (email connector or workflow platform) 

• Robust scalable architecture (vs. a throw-away architecture)



Under The Hood

• Definitions: which segments, categories, subcategories? 

• A model: DistilBERT (small enough to run locally) 

• Training (with training data) 

• Monitoring (to make sure it’s working well) 

• Corrections (easy, low friction) 

• Administration (setting up routing etc) 

• Integration (email connector or workflow platform) 

• Robust maintainable architecture (vs. a throw-away prototype)



“Category Dictionary”  
- A Starting Point 

Segments 

• Domestic Tourists 

• International Tourists 

• Local New Yorkers 

• Researchers and Professionals 

• Special Event Attendees 

• Students and Educators 

Urgency 

• standard 

• medium 

• high

Categories & Subcategories 

• Access: Entry, admission, and special access requests 
Same-day access, future access, special accommodations 

• Booking: Reservations and scheduling 
Reservations, modifications, cancellations 

• Information: Museum information and policy questions 
General info, specific program info, policy info 

• Emergency: Urgent situations requiring immediate attention 
Safety, security, medical, facility issues 

• Administrative: Documentation and institutional processes 
Documentation, permissions, registrations 

• Lost and found: Lost or found item inquiries 
Lost items, found items, item retrieval



1-Minute-LLM-101 
2 “flavors” of LLMs: 

GPT: “decoder-only”  

generates text by predicting the next word 
in a sequence based on the words that 
came before it 
 
Best at text generation  
(creative writing , chatbots) 

BERT: “encoder-only” 

analyzes text by considering the context  
of a word from both its left and right sides 
simultaneously 
 
Best at text classification  
(question answering, relationships & entities)

Un-quantized vs. Quantized Models: 

• “All the Parameters” vs “The important ones” 

• “Datacenter required” vs “runs locally, almost as good” 

• “Rent someone’s LLM” vs. “Run your own” 

Parameters (weights, biases) shape connections between neurons, trained with tokens 
represented as embedding vectors which capture semantic meaning & relationships.



Evolution of Language Model Sizes 



Basic Flow:  
Customer Email, Routed to Right Person  



Manual Review, Sample Input  
for Quality Control & Model Training 



The Front End
Email Classifier Utility



Sample Queue 



Evaluating… 



Evaluating… 



Evaluation Batch 



Routing Page 



Training Pipeline
To Train The Model



How Training Works 



Training Visualizations 

Hierarchical Confusion Matrix Training Progress Tracker



Modify Training Parameters 

(xkcd.com)

http://xkcd.com


Product Gestalt
Email Classifier Utility



“Product Gestalt”

The “vibe-coding joke” has a reality behind it:  
Desire and Opportunity to Express Product Ideas 

• Non-tech people can create tech 

• Upside: room for product perspective to become relevant 

• Everyone can express product ideas 

• Constraint-driven people do it better



Engineering Beauty
Email Classifier Utility



Engineering Beauty,  
or Efficiency vs Convenience  
…Modes of Working, Choices

Big Model 

• E!ort: Quick solution 

• Provides Convenience  

• Generic toolset 

• User Stance: Consumer 

• Longevity: Replace 

• Resources: Wasteful 

• Result: Hit the Spot 

Small Model 

• E!ort: Bigger lift 

• Requires Expertise 

• Specific toolset 

• User Stance: Producer 

• Longevity: Maintain 

• Resources: E#cient 

• Result: Scale

or



Economic Reality?
Email Classifier Utility



Economic Reality? 

Museum tech as “small” industry might not provide a scaling opportunity 

• Seems like an opportunity for a utility-type o!ering (true for a lot of tech) 

• Are museums “customer engagement forward”? 

• Also, “Small” is relative



Thank You. 

Would love to hear from you.

Website, Contact Form MCN Presentation Survey


